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ABSTRACT

Good comments are invaluable assets to software projects, as they help developers understand and maintain projects. However, due to some poor commenting practices, comments are often missing or inconsistent with the source code. Software engineering practitioners often spend a significant amount of time and effort reading and understanding programs without or with poor comments. To counter this, researchers have proposed various techniques to automatically generate code comments in recent years, which can not only save developers time writing comments but also help them better understand existing software projects. However, it is unclear whether these techniques can alleviate comment issues and whether practitioners appreciate this line of research. To fill this gap, we performed an empirical study by interviewing and surveying practitioners about their expectations of research in code comment generation. We then compared what practitioners need and the current state-of-the-art research by performing a literature review of papers on code comment generation techniques published in the premier publication venues from 2010 to 2020. From this comparison, we highlighted the directions where researchers need to put effort to develop comment generation techniques that matter to practitioners.
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1 INTRODUCTION

Code comments are essential parts of software projects and provide descriptive information about the functionality, design rationale, and usage of a code snippet [4]. They help practitioners understand, and maintain software projects [45]. Well-commented source code improves project readability and developer productivity. Despite the intrinsic value of code comments during software development and evolution activities, the creation and maintenance of comments are often neglected. To address these issues, different approaches and tools have been proposed to generate comments from source code automatically [13, 17, 19, 21, 22, 49, 51, 52].

These techniques traditionally rely on manually crafted templates and information retrieval (IR) techniques to generate comments. Template-based approaches mainly rely on elaborate heuristics and templates for different types of programs to generate descriptive comments [32, 42]. However, defining a template requires substantial human effort and extensive domain knowledge. IR-based approaches mainly extract terms from source code and then organize these terms for generating comments [13, 17]. Besides, some studies generate comments by retrieving similar code snippets and using their corresponding comments for comment generation [51, 52]. In recent years, many researchers have taken advantage of deep learning techniques to generate comments by learning from large, publicly available code repositories [19, 21, 22, 49]. These techniques apply neural machine translation models to learn to translate source code to comments [16].

Despite numerous studies on code comment generation, unfortunately, few studies have investigated the expectations of practitioners on research in comment generation. It is unclear whether practitioners appreciate this line of research. Even if they do, it is unclear whether they would adopt code comment generation tools, what factors affect their decisions to adopt, and their minimum thresholds for adoption. The practitioners’ perspective is important to help guide software engineering researchers to create solutions that satisfy developers. In addition, some gaps between practitioners’ expectations and research have not yet been investigated.

To gain insights into practitioners’ expectations on code comment generation, we first conducted semi-structured interviews...
with 16 professionals from various companies. Through the interviews, we qualitatively investigated the commenting practices and issues that our interviewees experienced in software development, and their expectations on code comment generation. Then, we validated our findings through a survey answered by 720 professional developers or other IT professionals from 26 countries across six continents. After the survey, we performed a literature review of the state-of-the-art papers. We then compared techniques proposed in the papers against the criteria that practitioners have for adoption.

In particular, we investigated the following four research questions:

**RQ1: What is the state of code commenting practices and what are the issues?**

This research question studies code commenting practices and issues that practitioners experienced during software development. 82% and 81% of the survey respondents often write comments and are often confused when reading code without comments, respectively. Meanwhile, 69% and 62% respondents considered lack of comments and generic comments as the main issues, respectively.

**RQ2: Are automated code comment generation tools useful for practitioners?**

This research question investigates practitioners’ willingness to adopt code comment generation techniques. 80% of the survey respondents think code comment generation tools are worthwhile and essential for them. 78% of them agree that these tools can help them understand the source code, especially for existing projects with fewer comments and improve code readability.

**RQ3: What are practitioners’ expectations on code comment generation tools?**

This research question focuses on investigating what to comment and where to comment for different granularity level comments that practitioners expect, and what factors can affect their adoption of a comment generation technique. Most participants (about 85%) expect tools to generate method-level comments. The comments should include information about 1) what the method does (i.e., functionality); 2) how to use the method; and 3) why the method exists (i.e., design rationale). The most important locations to be commented on include complex, tricky, and non self-explanatory methods. The optimal length of a generated comment is 2-3 lines. Before adopting a code comment generation tool, the generated comments should satisfy the amount of additional information (i.e., amount of information beyond what can be easily gleaned from scanning the source code), content adequacy (the amount of content carried over from the input code to the generated comments, ignoring fluency of the text), and conciseness.

**RQ4: How close are the current state-of-the-art studies to satisfy practitioner needs and demands before adoption?**

This research question investigates the current state-of-the-art research and compares the gap between it and practitioners’ expectations. We identified 25 papers that proposed code comment generation techniques and 17 of them generated method-level comments. Most papers generated comments to describe methods’ functionality. However, few papers generated comments with “how to use” and “why a method exists” information. In addition, most papers focus on measuring the overlapped N-grams between generated comments and human-written comments, while it is not preferred by a large majority of our respondents. Also, no papers evaluate

---

**Figure 1: Research Methodology Overview**

The amount of additional information in the generated comments, which most practitioners expect.

Our research is meant to help researchers to consider the needs of practitioners to continue the development of better code comment generation techniques that can eventually result in high adoption and satisfaction rate.

This paper makes the following contributions:

- We interviewed 16 professionals and surveyed 720 practitioners from more than 26 countries to shed light on practitioners’ expectations, including their views on the importance of comment generation and their thresholds and reasons for adopting or not adopting such techniques.
- We performed a literature review of papers published in the premier publication venues in software engineering and artificial intelligence communities in the last ten years. Then, we compared the current state-of-research with what practitioners want and highlighted what can be done next to meet practitioners’ needs and demands.

**Paper Structure:** Section 2 describes the methodology of our study. Section 3 shows the results of our study. We discuss the implications of our results in Section 4. Section 5 discusses related work. Section 6 draws conclusions and outlines avenues for future work.

## 2 RESEARCH METHODOLOGY

The overview of the methodology in our study is shown in Figure 1 and consists of three stages. **Stage 1:** Interviews with professionals on their practices on commenting, issues they face related to code comments, and their expectations on code comment generation techniques. **Stage 2:** An online survey for confirming and extending the conclusions about code comments based on the interview. **Stage 3:** Perform a literature review to analyze whether and to what extent current state-of-the-art research has satisfied practitioners’ needs and demands. The interviews and survey were approved by the relevant institutional review board (IRB).

### 2.1 Stage 1: Interview

The interview aims to understand commenting practices and issues that professionals experience during software development and practitioners’ expectations on code comment generation tools. This section presents the interview process.
2.1.1 Protocol. The first author conducted a series of face-to-face semi-structured, in-depth interviews based on an interview guide to enable a detailed exploration of the participants’ views and experiences. We developed the interview guide through a brainstorming process. We invited 16 software practitioners to participate in the interviews from 10 IT companies worldwide. Each interview took 30–40 minutes. In the remainder of the paper, we denoted these 16 interviewees as I1 to I16.

Each interview had three parts. In the first part, we asked some demographic questions about the interviewee’s background (e.g., job role, length of work experience, and team size). In the second part, we asked open-ended questions about what they consider to be good/bad code comments. This part aimed to allow the interviewees to speak freely about their opinions and experience without the interviewer biasing their responses. In the third part, we asked the interviewees to discuss the commenting practices and issues that they faced related to code comments. We also asked about the importance of automated comment generation tools and their expectations on these tools.

At the end of each interview, we thanked interviewees and briefly informed them of our next plan.

2.1.2 Interviewees. We invited professionals from our networks in the software industry who were working full time in different roles (e.g., developers and architects) to participate in the interviews. We sent 20 formal invitations to invite potential interviewees, and 16 interviewees agreed to participate in the interviews from ten IT companies worldwide. These 16 interviewees had an average of 4.2 years of professional experience in software development (min: 1, max: 11, median: 4.2, sd: 2.5).

2.1.3 Data Analysis. The first author analyzed the interviews by transcribing them and then performed open coding to generate codes of the interview contents using NVivo qualitative analysis software [1]. Then, the second author verified the initial codes created by the first author and provided suggestions for improvement. After incorporating these suggestions, two authors separately analyzed the codes and sorted the generated cards into potential statements. The overall Cohen’s Kappa value between the two authors was 0.78, which indicated substantial agreement between the them. The two authors discussed their disagreements to reach a common decision. To reduce bias from the two authors sorting the cards to form initial statements, they both reviewed and agreed on the final set of statements. Eventually, based on the results of the interviews, we derived 6 commenting practices, 6 commenting issues, 5 conclusions for tool importance, 12/17/14 conclusions for expectations on class/method/statement comment generation, and 11 factors that affect the adoption of code comment generation tools.

2.2 Stage 2: Online Survey

To confirm the statements made by the interviewees (i.e., Stage 1), we conducted an anonymous online survey with more participants. The survey aimed to validate and quantify the observations from our interviews.

2.2.1 Design. The survey included different types of questions, e.g., multiple-choice questions, short answer questions, and rating questions (in 5-point Likert scale: Strongly Disagree to Strongly Agree). We included the category “I don’t understand” to filter respondents who do not understand our brief descriptions.

The survey consists of six sections:

- **Demographics**: The survey first asked for demographic information about the participants, including country/area of residence, primary job role, experience in years, and team size.
- **Commenting Practices**: This section investigated practitioners’ commenting practices during software development, specifically, their practices on writing and reading comments, the commenting distributions in different projects, as well as the commenting review practices in practitioners’ teams.
- **Commenting Issues**: This section focused on commenting issues that practitioners faced during software development, including outdated comments, too long comments, and redundant comments in projects.
- **Tool Importance**: This section provided respondents with a brief description of code comment generation tools and asked them how they perceive the importance of such line of tools with the following statements: (i) *Essential*: I will use this tool every day to help software development or code comprehension; (ii) *Worthwhile*: I will use this tool to help software development or code comprehension; (iii) *Unimportant*: I will not use this tool; (iv) *Unwise*: This tool will harm my or my team’s productivity. Then, we asked practitioners about the importance aspects (e.g., improving development efficiency and code readability).
- **Practitioners’ Expectations**: This section investigated practitioners’ expectations on these tools, including preferred granularity levels (i.e., generating class-level, method-level, and statement-level comments). Then, we asked what information should be included in generated comments, the locations to be commented and preferred lengths for different level comments.
- **Tool Adoption**: This section asked respondents factors that affect their likelihood to adopt a code comment generation technique. Specifically, we asked the *minimum Turing Test rate* (the percentage of generated comments that are indistinguishable from human-written comments by a human evaluator), *maximum revised rate* (the percentage of the content in a generated comment that is needed to be revised before adoption), and *minimum efficiency* (the time of a tool to give a recommendation).

At the end of the survey, we allowed respondents to provide free-text comments, suggestions, and opinions about code commenting and our survey. A respondent may or may not provide any final comments.

We piloted the preliminary survey with a small set of practitioners who were different from our interviewees and survey takers. We obtained feedback on (1) whether the length of the survey was appropriate, and (2) the clarity and understandability of the terms. We made minor modifications to the preliminary survey based on the received feedback and produced a final version. Note that the collected responses from the pilot survey were excluded from the presented results in this paper.

To support respondents from China, we translated our survey to Chinese before distributing it to them. We chose to make our survey available both in English on Google Forms, and in Chinese on a popular survey website in China [3]. We chose to make our
survey available in Chinese and English as the earlier is the most spoken language and the latter is an international lingua franca.

2.2.2 Participant Recruitment. We followed two steps to invite participants:

- We contacted professionals within our social network from IT companies and asked their help to disseminate our survey. Specifically, we sent invitations to our contacts in Tencent, Microsoft, Alibaba, Google, Huawei, and other companies, encouraging them to disseminate our survey to some of their colleagues. By following this strategy, we received 598 responses.
- We mined GitHub repositories to extract their contributors’ public email addresses. Specifically, we sought repositories with the top popular open source projects (based on their number of stars). We sent emails to 2000 potential developers with a link to our survey. We aimed to recruit open-source practitioners who have software development experience in addition to professionals working in the industry. Out of these emails, we received eight automatic replies notifying us of the absence of the receiver; two receivers replied that they would not answer any survey. Finally, we received 137 responses.

In total, we received 735 survey responses. We discarded two incomplete surveys and 13 responses with less than two minutes of survey completion time. The data reported herein were from the remaining 720 valid responses. The 720 respondents resided in 26 countries across six continents. The top two countries where the respondents came from were China and United States. An overview of the surveyed participants and their experience was depicted in Table 1. Most participants were engaged in software development and had 3-5 years of professional experience.

2.2.3 Data Analysis. We analyzed the survey results based on the question types. For multiple-choice questions, we reported the percentage of each option is selected. In terms of open-ended questions, we analyzed the survey results qualitatively by inspecting responses. To understand trends in the Likert-scale questions, we categorized the percentage of each response. In terms of open-ended question types. For multiple-choice questions, we reported the percentage of each response. In terms of open-ended question types.

Replication Package. The interview guide and questionnaire used to run our study are available in our replication package [2].

2.3 Stage 3: Literature Review

Research papers about code comment generation techniques are usually published in software engineering and artificial intelligence fields. Therefore, we went through full research papers published in ICSE, ESEC/FSE, ASE, ICPC, SANER, MSR, ICSME, TSE, TOSEM, EMSE, ACL, IJCAI, ICLBR, NIPS, and AAAI from 2010 to 2020. We selected papers from the above conferences and journals as they are premier publication venues in software engineering and artificial intelligence research communities, and state-of-the-art findings are published in these conferences and journals.

We read the titles and abstracts of all papers and judged whether each of the papers proposes a new code comment generation technique that can help practitioners generate comments during software development. We included papers on IR-based code comment generation (e.g., [17]), template-based code comment generation (e.g., [42]), and deep-learning-based code comment generation (e.g., [22]). We excluded papers on other types of software documentation generation (e.g., commit message generation [23][28]), and empirical study on comment generation (e.g., [4]).

For each code comment generation paper, two authors read its content and analyzed the capabilities of the proposed technique in terms of the following factors: granularity level, what-to-comment, where-to-comment, and evaluation criteria, respectively. For example, Wei et al. [50] declared that they took the first sentence or line in JavaDoc as the output of their proposed approach, thus we classified its length as one line. If a paper did not declare the capabilities explicitly, the two authors checked the contents and discussed its capabilities. For example, Moreno et al. [32] proposed the Factory stereotype to generate comments for factory class; thus, we inferred that it satisfied the statement [C9], i.e., commenting at Classes with design patterns. Two authors discussed the differences in the capability analysis and confirmed the final result through further paper reading. Among the selected venues, we found no comment generation paper in MSR and ICSME. We will discuss the literature review results in Section 3.4.

3 RESULTS

We explain the results of research questions that investigate comment generation techniques from the perspective of practitioners.

3.1 RQ1: Commenting Practices and Issues

In RQ1, we explored commenting practices, including practitioners’ practices on writing/reading comments during development, quantity and quality of comments in their projects, and the commenting review practices in their team. Besides, we also reported the main commenting issues that participants frequently face. Figure 2 illustrates respondents’ rating of some statements related to commenting practices and issues.

3.1.1 Commenting Practices. For developers, we find that more than 82% participants often write code comments during software
development. Interestingly, almost the same proportion of participants (81%) are often confused when reading code without comments. Although most participants often write comments, the quantity of comments is still not enough for developers to read source code. Participants’ opinions on writing and reading code comments are contradictory. As one participant in our survey stated: “Everyone wants others to write as many comments as possible, but they don’t want to write comments.” Table 2 illustrates the agreement rate (percentage of Agree or Strongly Agree) of statements [P1] and [P2] in terms of practitioners’ experiences. We can find that there are no clear differences in writing comments for practitioners with different years of experience. However, junior practitioners are statistically significantly more confused when reading code without comments (with Mann-Whitney Wilcoxon Test p-value<0.001).

Considering software projects, only 37% participants indicate that there are many high-quality code comments in their projects. On one hand, the quantity of code comments was limited; on the other hand, lots of code comments had various issues making it difficult for practitioners to infer useful information from comments. In addition, 52% of participants agreed that larger projects usually contained much higher quality comments. These projects usually needed team cooperation and high-quality comments could help to improve collaborative development. In terms of projects, high-quality code comments were essential as participants stated in our survey: (1) “Comments in projects are very useful to understand the code logic, especially indispensable for facilitating project handover.” (2) “Comments can facilitate project maintenance and fault location.” Few teams (30%) conducted comment reviews during the code review, even though comment quality was important for developers and software projects. Without comment review, issues in code comments cannot be captured in time. In addition, one participant pointed out the importance of comments on code review, as “During the development process, it is important but not urgent, but it is necessary for code review.”

For commenting practices, participants mainly have two attitudes:

- Comments are **necessary**. Most developers thought that comments were essential and should be provided along with the source code. A respondent shared her/his experience on working with a legacy system to support the effectiveness of the code comments. “The system has a lot of comments in each program in which hundreds of lines of comments accompany several code lines. This system was introduced to Hong Kong in the 1980s and then moved to Guangzhou and Beijing. Thanks to the abundant (even redundant) comments, the legacy system is still maintainable being running for almost 40 years, and it is still the indispensable core system of a company.” The respondent expressed that their experience made them realize the benefit of writing proper code comments in the long term and made them optimistic about the future of the comment generation tools.

- Comments are **unnecessary**. A fraction of developers thought code comments were unnecessary and writing self-explanatory code was much more important. As a participant stated: “Source code is the best comments. It is more important to write code that is easier to understand. Maintaining the source and comments at the same time is time-consuming and reduces efficiency.”

### Figure 3: Tool importance and the importance factors

**Finding 1.** Junior practitioners find it harder to read source code without comments. The quantity and quality of comments in software projects are limited and few teams conduct comment reviews.

#### 3.1.2 Commenting Issues

Figure 2 showed respondents’ ratings of comment-related issues they faced during software development. 69% and 62% respondents considered lack of comments and generic comments as the main issues, respectively. Without code comments, practitioners tend to read the source code and resorted to external sources of information to understand the source code [5]. One participant stressed the issue by using her/his personal experience: “Without code comments, the source code is not only unreadable by others, but also may not be understood by myself after a period of time.” Generic comment was another issue during software development. Participants cannot get useful information from the code comments without more details. Outdated comments were perceived as a frequent issue by almost half (i.e., 47%) of the surveyed practitioners. This issue often occurs during software development. Developers may forget or ignore the updates of comments when changing source code [29]. Inconsistency between code and comment were also perceived as a frequent issue by practitioners (31%). 27% of the participants thought that redundant comment was a frequent issue. As one participant stated: “The more noise, the harder it is to notice valuable information in comments... Redundant comments are far less intuitive than looking at the code...” In terms of the length of code comments, only 16% of participants regarded too long comments as an issue. This issue may increase the time to understand the source code, as one participant stressed: “Too long comments may affect the efficiency, and I prefer precise and concise comments.”

**Finding 2.** Lack of comments and generic comments that do not provide much information are the most frequently encountered issues.

### 3.2 RQ2: Tool Importance

Figure 3 illustrated the percentages of ratings of various categories (i.e., Essential, Worthwhile, Unimportant, Unwise) and importance factors. We could notice that most respondents (i.e., 80%) gave “Essential” and “Worthwhile” ratings. Around 18.5% of respondents rated comment generation tool as an “Essential” tool and would use it every day during software development.

We further investigated the factors that affected the importance of the code comment generation tools. All factors received similar agreement from participants. As shown in Figure 3, improving
code readability (78% Agree or Strongly Agree) was the most important factor among all importance factors. Comment generation tools could help to improve development efficiency, understand the source code, and improve code readability. As participants stated: (1) “Automated comment generation tool can improve efficiency and productivity”; (2) “If the tool can automatically extract the meaning of the program, it will greatly improve the efficiency of code comprehension and to a certain extent can assist in determining whether the program is correct”; (3) “…It improves code readability and at the same time improve developers’ coding ability, which can help developers write more logically clear code.”

In addition, a good comment generation tool could also help to check the consistency between code and comments (supported by 75% of respondents) and check whether a code snippet is self-explanatory (supported by 75% of respondents). Inconsistency between the source code and its comment was a critical issue. A good comment generation tool indicated that it could understand the meaning of the source code. Participants could check the consistency by comparing the generated comments and existing comments. On the other hand, a well-generated comment also indicated that the given source code could be well understood by the machine, thus it was very self-explanatory.

We also analyzed the reasons why participants thought the tool was unwise or unimportant (140 participants). The reasons given by them could be grouped into the following categories:

- Useless. Some participants (40) thought this tool was not meaningful. As one participant stated: "Comments of this sort, which just restate "what" the code does, in 'natural language', are not useful. They are redundant with the code itself, which a programmer should be able to understand at this level on its own, and once created, they risk becoming out of date and inconsistent with the actual code. Comments are useful when they include the human insight that is "not" embodied in the code itself."

- Not trustworthy. Some participants (32) doubt the accuracy of the tool. As one participant stated: "The generated code comments are probably incorrect and developers who do not write comments will not revise the generated comments. It will further affect the readability of the code"

Finding 3. 80% of the survey respondents think code comment generation tools have the potential to be useful for them. While this finding does not show much these tools would actually help, it shows that most developers do not, out of hand, dismiss the idea of code generation as unneeded.

Although most participants thought such a comment generation tool was useful, few of them had used such a tool. According to the 16 interviewees, only 3 of them have used such tools to generate comments or documentation for source code. These tools help them to generate comment templates and they fill the comment content. Other interviewees have never heard of such comment generation tools or techniques: (1) “I used a tool named Doxygen to generate documentation according to the comments and I never heard of a tool that can generate comments. -I7” (2) “I just used the tool built-in the IntelliJ to manage my comments. When I typed ‘/*’, it can generate a template and I write the comment in the template. -I11”

Finding 4. Method-level comments is the most needed type of comments. A small part of participants (28%) expect tools to generate statement-level comments.

3.3 RQ3: Practitioners’ Expectations

Different comment generation techniques generate comments for different granularity levels, e.g., class, method, and statements. Figure 4 illustrated participants’ preferred granularity levels on generated comments. Among all participants, 62%, 85%, and 28% participants preferred generating class-level, method-level, and statement-level comments, respectively. Note that the percentages did not add up to 100% since a respondent could indicate more than one preferred granularity level. Among the three granularity levels, method-level comments were the most needed comments to be generated and a small number of participants need statement-level comments. In the following part of this section, we will report practitioners’ expectations on these three levels of granularity of comments from different aspects, e.g., “what to comment”, “where to comment”, and the preferred length. “What to comment” corresponds to the information that generated comments should include before participants adopt this tool. “Where to comment” corresponds to the location that participants expect the tool to generate comments. Preferred length aims to investigate practitioners preferences on the lengths of generated comments.

3.3.1 RQ 3.1: Expectations on class-level comments

Figure 5 illustrates practitioners’ expectations on class level comments, including “What to comment” and “Where to comment”.

What to Comment. We noticed that the top-3 most information needed to be commented was: functionality, how to use a class, and technical debt. 94% of them expected the functionality was included in the generated comments. Functionality description was important for developers, as one participant stated: “The comment is the functionality description of the source code. It can help developers to understand what the code does...”. The second top information was how to use a class which usually described the expected set-up of using the class. The Technical Debt such as TODO comments...
methods. Generating the Input and Output information was helpful for developers to call methods correctly. 66% participants expected a code comment generation tool to generate comments with the design rationale that included authors’ intent and why a method exists. As one participant stated: “Comments have to be insightful and not just describing what the code is doing. Comments are meant to provide background to what the code is doing and why.” 62% of all respondents supported comments that included example cases. Example cases provided concrete details on how a method should be used.

Where to Comment. Similar to class-level comments, almost all respondents (92%) supported commenting complex methods. The next important methods requiring comments were those that were non self-explanatory (supported by 91% respondents). The next important types of methods requiring comments were tricky method, key logic or algorithm method, and interfaces. There was no clear winner among these three types of methods. Tricky methods (e.g., check numbers are equal or not using bitwise XOR operators instead of comparison operators) usually had special algorithms and others might be confused by authors’ intent behind the source code. Key logic or algorithm methods were mainly for processing business logic and good comments were helpful. Commenting methods in interfaces was essential as they were often invoked by others. Commenting deprecated methods was also considered helpful (as supported by 71% of the respondents).

Finding 6. For method-level comments, information about functionality, how to use, input and output, and design rationale are considered important. A high proportion of respondents expect automated comment generation tool to generate such pieces of information. In other words, comments should explain code from “what”, “how”, and “why” aspects. All the different kinds of methods except the deprecated methods received a similar level of support from respondents.

<table>
<thead>
<tr>
<th>Figure 6: Expectations on method-level comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Could be used to track problems developers saw and ideas in the class. To comment on a class, the workflow description was also important for developers and 62% participants expected tools to generate workflow diagrams for them. A clear workflow diagram could help developers organize and understand the business logic just like one respondent stressed: “For a business project, it is more important to describe the workflow diagram and the version updates.” The implementation details received the least agreement among all statements. As one participant stated: “…If the tool is just translating the code implementation logic, there is no difference from reading the source code.”</td>
</tr>
</tbody>
</table>

Where to Comment. Commenting at suitable locations was important for code readability and code comprehension. Commenting for classes with complex logic received the most agreements (more than 91% respondents). According to interviewees, complex classes were challenging to understand as they usually (1) have long code length; (2) have many loops and conditional statements (e.g., if/switch statements); (3) have many API invocations. It is time-consuming for developers to read these classes and comments are essential for understanding. The other three types of classes received similar agreements, i.e., 86%, 85%, and 82% respondents agree that comments are needed for classes with design patterns, utility classes, and user-defined exceptions, respectively. Classes with design patterns usually had special solutions and algorithms. Utility classes provided many methods for multiple other classes (shared code) and could be reused many times in a codebase. They should be well-commented for ease of code reuse. User-defined exceptions should be commented the trigger conditions in exceptions.

Finding 5. For class-level comments, functionality and how to use a class are the most important information that participants expect automated comment generation tool to generate. Classes with complex logics and design patterns should be well-commented.

3.3.2 RQ 3.2: Expectations on method-level comments. Figure 6 illustrated participants’ expectations on method-level comments. What to Comment. Similar to expectations on class-level comments, functionality and how to use a method were the top-2 preferred information that should be included in method-level comments. Participants also provided the least support to comments documenting Implementation details. Compared to class-level comments, fewer participants agreed to generate comments that included a workflow diagram and highlight technical debt. 86% participants agreed to generate comments with Input and Output information. Parameters and return types were two important parts of
strings with a special format. *Hard coding* and *tricky statement* received 88% and 89% agreements, respectively. 81% and 73% participants rated the *regular expressions* and *lambda expressions* that should be commented.

**Finding 7.** For statement-level comments, most respondents require such comments to include *functionality* and *design rationale* information. All the types of statements, except the *Lambda expressions* statement, received similar level of support from respondents.

### 3.3.4 RQ 3.4: Preferred Length

Figure 8 demonstrated practitioners’ expectations on comment length of comments for code units of different levels of granularity (classes, methods, and statements). We could observe that most respondents support 2-3 lines to be the most suitable length. For class-level comments, many participants also agreed to generate comments with 4-5 lines.

**Finding 8.** Expect tools to generate comments with 2-3 lines for the three levels of granularity (class, method, statement).

### 3.3.5 RQ 3.5: Adoption Factors

Figure 9 illustrated factors that affect practitioners’ likelihood to adopt a code comment generation tool, including *evaluation criterion*, *effectiveness*, and *efficiency*.

**Evaluation Criteria.** We asked participants’ opinions on evaluating code comment generation tools. We observed that the top-3 preferred evaluation criteria were: *amount of additional information* (i.e., amount of information beyond what can be easily gleaned from scanning the source code), *content adequacy* (i.e., the amount of content carried over from the input code to the generated comments), and *conciseness*. More than 88% participants rated agree or strongly agree for these three criteria. 82% participants cared about the fluency and grammaticality of the generated comments. 76% participants thought the *similarity* between machine-generated comments and human-written comments was important, while the *overlapped N-grams* between them received the least support (63%).

**Effectiveness.** Figure 9(b) showed the percentages of respondents who were satisfied with different rates. The satisfaction rate would be 80% if at least 60% generated comments could pass the Turing Test. If the generated comments contained 60% content of the source code, the satisfaction rate would be 80%. If the revised content in the generated comments was no more than 40%, the satisfaction rate would be 82%. Compared to writing comments, if a participant could save 60% of time using the tools, the satisfaction rate would be 89%.

**Efficiency.** Figure 9(c) showed the maximum amount of time practitioners were willing to wait for a comment generation technique to provide a recommendation. Few respondents were willing to wait more than one minute for a comment generation technique to do its job (less than 6%). Most participants expected this tool can finish its computation in less than 5 seconds.

### 3.4 RQ 4: Current state-of-the-art research

At the end of our literature review process, we totally identified 25 papers from the premier publication venues in software engineering and artificial intelligence communities. Table 3 showed the capabilities of the state-of-the-art code comment techniques. The Likert score was the average score of different agreements: Strongly Disagree (1 score), Disagree (2 scores), Neutral (3 scores), Agree (4 scores), Strongly Agree (5 scores).

**Granularity Level.** From Table 3 we could observe that only one paper (i.e., [32]) worked at class-level, which was the second most preferred option. Most papers worked at the method-level granularity that was the most preferred option. Several papers worked at the statement-level. We provided more detailed information below:

- **Class-level comments:** Only Moreno et al. [32] proposed a class-level comment generation technique. This work generated functionality descriptions for complex classes (e.g., class that consists of accessors and mutators) and classes with design patterns.
- **Method-level comments:** 17 papers proposed approaches to generate comments for methods. Most of the proposed tools mainly generated functionality comments that described what a method does. Two papers generated comments to describe how to use a method. In addition, three papers could generate comments to explain the design rationale and answer why a method exists. Although implementation details were not preferred by a large majority of our respondents, four papers proposed techniques to generate comments with implementation details. Only one paper aimed to generate comments for complex methods, i.e., methods with many API invocations.
- **Statement-level comments:** There were four papers generating comments for statements. These tools generated comments that described the functionality of statements. Among them, two
papers aimed to generate comments for complex source code, e.g., API invocation statements.

Finding 9. Most papers generate comments to describe what a code snippet does (e.g., functionality and implementation details), while a few papers describe how to use and why it exists. Considering the types of code units that need to be commented on, most studies generate comments for all types of code units. However, commenting at the right place is far better than commenting anywhere.

Preferred Lengths: As Table 3 showed, most proposed tools aimed to generate one line code comments. Only 5 papers proposed tools to generated comments with more than one line. However, 2-3 lines comments were supported by most participants.

Finding 10. There is a great discrepancy between the current tools (1 line) and most practitioners expect (2-3 lines) on the length of comments.

Evaluation: We could find that most papers evaluate the quality of generated comments by comparing the overlapped N-grams between generated comments and human-written comments, such as BLEU [35], METEOR [10], and ROUGE [27]. These criteria usually involved automated evaluation of generated comments. Unfortunately, evaluating overlapped N-grams was not preferred by a large majority of our respondents. No paper evaluated the amount of additional information beyond what can be easily gleaned from scanning the source code, which most respondents expected to be used to evaluate the generated comments. There are 6, 5, 3, and 3 papers that evaluated the effectiveness of the proposed tools in terms of content adequacy, conciseness, similarity, and fluency and grammaticality, respectively.

Finding 11. Most papers focus on measuring the overlapped N-grams between generated comments and human-written comments that is not preferred by a large majority of our respondents. The criterion amount of additional information (i.e., amount of information beyond what can be easily gleaned from scanning the source code) that practitioners valued most is ignored by all studies.

4 DISCUSSION

4.1 Implications

Our results highlight a number of points to be further discussed and several implications for the research community:

4.1.1 Comment completion tools. In addition to generating comments from source code, many developers also expect a tool that can complete comments while they are writing comments. One concern of practitioners about comment generation tools is that they have to spend additional effort to check if the generated comments can express the source code. In fact, our participants mentioned this concern, e.g., "I don’t believe this tool can generate correct comments, thus I have to double-check the generated comments. Compared with writing comments myself, the checking process is more time-consuming. - I2" A comment completion tool can alleviate this issue, and developers can choose comment recommendation methods (e.g., the next token, phrase and even sentence) while writing comments. It can not only speed up the commenting process, but also allow the developer to choose the content of the comments. As one practitioner stated: "Instead of a comment generation tool, I expect a tool that can complete comments during the development, just like the code completion tools in IDE. In this way, I can write comments more efficiently. - I2"

4.1.2 Identifying where to write comments. According to the reply of our interviewees and respondents of our survey, too many comments are also harmful to code readability and understanding. From the literature review, we can observe that most papers generate comments for any code snippets except constructors or test cases [19, 26]. However, respondents expect tools to generate comments for complex and non self-explanatory code instead of any pieces of code. They point out that it is unnecessary to generate comments for source code that is easy to understand. It is challenging for existing techniques to generate accurate comments for a complex piece of code with long lengths, many API invocations, and many conditional statements. Thus, comment generation techniques should be improved to generate accurate comments for particular locations that practitioners expect.

4.1.3 Describing why a code snippet exists. In addition to describing what a code snippet does and how to use it, code comments should describe why a code snippet exists, i.e., the design rationale and the intent of a developer. However, few studies can generate comments with this information. This is also an important factor as one participant stated: "A good comment explains ‘why’ not ‘how’. A computer
is not able to explain "why" only a human can do that. To generate a comment automatically means that a program must understand the author’s intent. This would require artificial intelligence. Thus, to improve the trustworthiness of comment generation techniques, these techniques should have to mine the intent behind the source code.

4.1.4 Evaluation Criterion. Evaluation criterion is another important factor that should satisfy practitioners’ expectations. Existing studies usually evaluate the generated comments by comparing the generated comments with human-written comments in terms of overlapped N-grams (such as BLEU scores and ROUGE). However, the overlapped N-grams is the least important among all evaluation criteria. Practitioners expect to evaluate the amount of additional information, whereas none of the collected papers has mentioned this metric. In addition, other metrics, such as Turing Test passing rate, revised rate, and time-saving rate, are also missing in publications.

4.1.5 Detecting inconsistencies between comments and source code. Among all commenting issues we highlighted in our survey, inconsistency between comments and source code is not the most frequently encountered issues, but is the most serious issue. According to Tan et al. [46], many software bugs are caused by a mismatch between programmers’ intention and code’s implementation. From our survey, 74% respondents agree that a good comment generation tool can help to check the consistency between comments and code. A tool that can detect inconsistency and recommend a good comment simultaneously is needed by practitioners.

4.1.6 Checking if the source code is self-explanatory. Writing self-explanatory code is a common practice for developers. During the development process, developers usually check if the code is self-explanatory. I3 stressed that a good comment generation tool can also help here/him to check the code automatically: “For me, a comment generation tool could not only help me to write comments and understand programs, but also can check if my code is self-explanatory. If the generated comments can express my code, it means that my code can be comprehended by machines, thus indicates that the code is self-explanatory.”

4.2 Threats to Validity

It is possible that some of our survey respondents do not understand code comment generation techniques or our questions well, and thus their responses may introduce noise to the data that we collect. To reduce this threat, we drop responses submitted by people who are neither professional software engineers nor participants of open source projects. We also drop responses by respondents who complete the survey in less than two minutes. Still, we cannot fully ascertain whether participant responses are accurate reflections of their beliefs. This is a common and tolerable threat to validity in many past studies about practitioners’ perceptions and expectations, e.g., [24], which assume that the majority of responses truly reflect what respondents truly believe. Another threat is that our participants may not be representations of typical software engineers and that as result our findings may not apply to others. Since we surveyed employees of many software companies as well as open source, we believe this is a minor threat for our study.

5 RELATED WORK

The two major lines of research related to our work are (i) developing tools and approaches to automatically generate code comments and (ii) empirically investigating software documentation practices.

5.1 Automated Code Comment Generation

There has been much work proposing techniques to support the automated generation of code comments. These techniques vary from manually-crafted templates [31, 32, 42], IR techniques [13, 51] to deep-learning-based models [19, 22], Sridhara et al. [42] and Moreno et al. [32] define heuristics and stereotypes to select the information and create summaries through manually-crafted templates. IR-based approaches [17] usually leverage IR techniques, such as LSI and VSM, to choose top terms from given code snippets. Some researchers [51, 52] retrieve a similar code snippet from a codebase and use its comment to generate comments. Many neural networks have been proposed to generate comments by training on large-scale code corpora in recent years. Iyer et al. [22] propose an encoder-decoder framework to generate comments for C# and SQL statements. Inspired by the neural machine translation, Hu et al. [19] propose the DeepCom to generate comments for Java methods by the seq2seq model. To integrate the structure-information of the source code, Hu et al. [19, 20] and Lecoin et al. [26] propose combining the sequential AST information and semantic information together to generate comments. Chen et al. [12] exploited comment categories to boost code summarization. In addition, some studies [53, 50] combine these three techniques, includes, templates, IR, and neural networks.

5.2 Studies on documentation practices

Studies on documentation practices are highly related to this work [4, 5, 8, 15, 18, 40, 41, 45, 47]. Some studies focused on empirical research of general software documentation aspects, including tutorials, logs, and code comments [4, 5]. Table 4 shows an overview of empirical studies on software documentation practices. For example, Aghajani et al. [5] analyzed the issues in different types of software documentation by mining open source software repositories and artifacts related to software documentation. They [4] also presented practitioners’ perspectives on software documentation by surveying software practitioners. Some studies investigated a specific type of documentation. For example, Head et al. [18] investigated the information that may be missing from API documentation and provided an understanding of trade-offs of improving missing documentation in header files. Sohan et al. [40] and Uddin et al. [47] also investigate the API documentation. Alsuhbaibi et al. [8] conduct a questionnaire with software developers to analyze the method names. Saffwan and Servant [39] investigated how developers decompose the rationale of code commits. Also related are studies that investigated comment types [36]. Pascarella et al. [36] focus on analyzing the comment types that developers write in source code files and automating classifying code comments. These studies mainly investigated the documentation practices and issues. In addition, they are limited in analyzing “what” and “where” to comment that developers expect for different types of comments. Different from the aforementioned prior works, we not only reveal the issues with code comments, but also provide detailed expectations that developers have to improve the comment generation.
tools. Moreover, we identify and present the gap between practitioners’ expectations and capabilities of existing tools proposed by various studies. Our findings show the code comment generation tools have the potential to be useful for developers.

6 CONCLUSION AND FUTURE WORK

Code comment generation is a popular area of research in recent years. In this work, we interviewed 16 professionals and surveyed 720 practitioners on commenting practices and issues they face and their expectations on code comment generation tools. Practitioners are enthusiastic about research in comment generation techniques and expect tools to generate comments for different granularity levels (especially class and method levels). Practitioners expect a comment generation to satisfy factors in terms of comment content, comment locations, evaluation criteria, effectiveness, and efficiency. We also compare capabilities of current state-of-research in comment generation with practitioners’ expectation for adoption to identify discrepancies. We point out the limitations of the current state-of-research and avenues for future work to make code comment generation techniques well-adopted by practitioners. Future studies could put more effort into generating comments at the right locations instead of generating comments for all types of code units. Besides, studies could put more effort into investigating the evaluation criteria that practitioners valued most.
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